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§ Monday is a holiday, Patriot’s Day, no lecture

§ Wednesday, two lectures + micro quiz
◦ Micro quiz, open for 12 hours starting at 4PM EDT

§ Regular lecture
◦ Simulation model of spread of infectious disease

§ Alternate lecture (recorded only)
◦ Simulation of stock market

Next Week
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§Today
◦ Chapter 16

§Next week
◦ Sections 15.3-15.4

Relevant Reading
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§ Asked (but not answered) in Monday’s lecture

§ About a five-minute change to allow 3D locations, 
with moves of 0 in two dimensions and 1 in the other.

But First, 3D Random Walk Question
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But question was 
in response to a 
remark about 
diffusion. And this 
is not a good way 
of modeling that.



§ Values between -1 and 1, sum of absolute values is 1
◦ 1D: 1 or -1 (only choices)
◦ 2D: (.3, -.7), (.6, .4)
◦ 3D: (-.1, .7, -.2), (.2, .4., .4)

§ Code in walk-3D.py

More Realistic Multi-dimensional Walks
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Diffusion is Indeed Slow
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Poll 1
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§ Stanislaw Ulam, recovering 
from an illness, was playing a 
lot of solitaire
§ Tried to figure out probability 
of winning, and failed
§ Thought about playing lots of 
hands and counting number of 
wins
◦ ~10,000 hands needed

§ Asked Von Neumann if he 
could build a program to 
simulate many hands on 
ENIAC

A Little History
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§Polish-American mathematician, many significant 
contributions to mathematics and physics

§Ulam’s (Collatz) conjecture (1937):

Who Was Stanislaw Ulam?
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𝑓 𝑛 = $
𝑛
2 𝑖𝑓 𝑛 𝑒𝑣𝑒𝑛

3 ∗ 𝑛 + 1 𝑖𝑓 𝑛 𝑜𝑑𝑑

∀𝒏 > 𝟎 ∃𝒊 𝒇𝒊(n) = 1 

Poll 1

f(3) = 3*3 + 1 = 10
f(10 ) = 5
f(5) = 15 + 1 = 16
f(16) = 8
f(8) = 4
f(4) = 2
f(2) = 1



Attempt to Disprove Conjecture
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§A method of estimating the value of an unknown 
quantity using the principles of inferential statistics

§Inferential statistics
◦ Population: a set of examples
◦ Sample: a proper subset of a population
◦ Key fact: a random sample tends to exhibit the same 

properties as the population from which it is drawn

§Exactly what we did with random walks

Monte Carlo Simulation
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§Given a single coin, estimate fraction of heads you 
would get if you flipped the coin an infinite number of 
times

§Consider one flip

An Example
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How confident would you
be about answering 1.0?



Flipping a Coin Twice
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Do you think that the next flip will come up heads?



Flipping a Coin 100 Times
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Now do you 
think that the 
next flip will 
come up heads?



Flipping a Coin 100 Times

6.0002 LECTURE 6 16

Do you think 
that the 
probability of 
the next flip 
coming up 
heads is 52/100?

©JOHN GUTTAG

Given the data, 
it’s your best 
estimate

But confidence 
should be low



§ Confidence in our estimate depends upon two things

§ Size of sample (e.g., 100 versus 2)

§ Variance of sample (e.g., all heads versus 52 heads)

§ As the variance grows, we need larger samples to have 
the same degree of confidence

Why the Difference in Confidence?
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Roulette
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No need to 
simulate, since 
answers obvious

Allows us to 
compare 
simulation results 
to actual 
probabilities

Poll 2



Class Definition
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Monte Carlo Simulation
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100 and 1M Spins of the Wheel
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100 spins of Fair Roulette
Expected return betting 2 = -100.0%

100 spins of Fair Roulette
Expected return betting 2 = 44.0%

100 spins of Fair Roulette
Expected return betting 2 = -28.0%

100000 spins of Fair Roulette
Expected return betting 2 = -0.244%

100000 spins of Fair Roulette
Expected return betting 2 = -0.964%

100000 spins of Fair Roulette
Expected return betting 2 = 0.548%



§ In repeated independent tests with the same actual 
probability p of a particular outcome in each test, the 
chance that the fraction of times that outcome occurs 
differs from p converges to zero as the number of trials 
goes to infinity 

Law of Large Numbers
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Does this imply that if 
deviations from expected 
behavior occur, these 
deviations are likely to be 
evened out by opposite 
deviations in the future?

Poll 4



§“On August 18, 1913, at the casino in Monte Carlo, 
black came up a record twenty-six times in succession 
[in roulette]. … [There] was a near-panicky rush to bet 
on red, beginning about the time black had come up a 
phenomenal fifteen times.” -- Huff and Geis, How to 
Take a Chance

§Probability of 26 consecutive reds

§ 1/67,108,865

§Probability of 26 consecutive reds when previous 25 
rolls were red

§ 1/2

Gambler’s Fallacy
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Regression to the Mean

24

Francis Galton, 1885



§ Following an extreme random event, the next random 
event is likely to be less extreme

§ If you spin a fair roulette wheel 10 times and get 100% 
reds, that is an extreme event (probability = 1/1024)

§ It is likely that in the next 10 spins, you will get fewer 
than 10 reds
◦ But the expected number is not less than 5!

§ So, if you look at the average of the 20 spins, it will be 
closer to the expected mean of 50% reds than to the 
100% of the first 10 spins 

Regression to the Mean
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Revisiting Random Walk
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Poll 5



Some Shocking News!
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Casinos Not in the Business of Being Fair
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European Wheel American Wheel



Two Subclasses of Roulette
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Comparing the Games
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Comparing the Games
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Simulate 20 trials of 1000 spins each
Exp. return for Fair Roulette = 6.56%
Exp. return for European Roulette = -2.26%
Exp. return for American Roulette = -8.92%

Simulate 20 trials of 10000 spins each
Exp. return for Fair Roulette = -1.234%
Exp. return for European Roulette = -4.168%
Exp. return for American Roulette = -5.752%

Simulate 20 trials of 100000 spins each
Exp. return for Fair Roulette = 0.8144%
Exp. return for European Roulette = -2.6506%
Exp. return for American Roulette = -5.113%

Simulate 20 trials of 1000000 spins each
Exp. return for Fair Roulette = -0.0723%
Exp. return for European Roulette = -2.7329%
Exp. return for American Roulette = -5.212%



§ Never possible to guarantee perfect accuracy through 
sampling 

§ Not to say that an estimate is not precisely correct

§ Key question:
◦ How many samples do we need to look at before we can 

have justified confidence on our answer?

§ Depends upon variability in underlying distribution

Sampling Space of Possible Outcomes
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§ Standard deviation simply the square root of the variance

§ Outliers can have a big effect

§ Standard deviation should always be considered relative to 
mean

Quantifying Variation in Data
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§ Instead of estimating an unknown parameter by a single 
value (e.g., the mean of a set of trials), a confidence interval 
provides a range that is likely to contain the unknown value 
and a confidence that the unknown value lays within that 
range
§ “The return on betting a pocket 10k times in European 
roulette is -3.3%. The margin of error is +/- 3.5% with a 95% 
level of confidence.”
§ What does this mean?
§ If I were to conduct an infinite number of trials of 10k bets 
each,
◦ My expected average return would be -3.3%
◦ My return would be between roughly -6.8% and +0.2%  95% of 

the time

Confidence Levels and Intervals
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§ “Bernie Sanders has opened up a double-digit lead in 
the Democratic nominating contest…  Sanders has 31% 
support nationally… The poll has a margin of error of 
+/- 5.4 percentage points.” – February 18, 2020

From a Time Long Ago and Far Away
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Poll 6



§ Under some assumptions discussed later
◦ ~68% of data within one standard deviation of mean
◦ ~95% of data within 1.96 standard deviations of mean
◦ ~99.7% of data within 3 standard deviations of mean

Empirical Rule
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Applying Empirical Rule
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Results
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Simulate betting a pocket for 20 trials of 1000 spins each
Exp. return for Fair Roulette = 6.56%, +/- 42.065% with 95% conf.
Exp. return for European Roulette = -2.26%, +/- 32.89% with 95% conf.
Exp. return for American Roulette = -8.92%, +/- 35.146% with 95% conf.

Simulate betting a pocket for 20 trials of 10000 spins each
Exp. return for Fair Roulette = -1.234%, +/- 11.578% with 95% conf.
Exp. return for European Roulette = -4.168%, +/- 11.559% with 95% conf.
Exp. return for American Roulette = -5.752%, +/- 10.585% with 95% conf.

Simulate betting a pocket for 20 trials of 100000 spins each
Exp. return for Fair Roulette = 0.814%, +/- 3.038% with 95% conf.
Exp. return for European Roulette = -2.651%, +/- 4.111% with 95% conf.
Exp. return for American Roulette = -5.113%, +/- 4.436% with 95% conf.



§The mean estimation error is zero

§The distribution of the errors in the estimates is 
normal 

Assumptions Underlying Empirical Rule
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More about distributions 

soon



§ Using randomized computation to model stochastic 
situations

§ Using randomized computation to solve problems that 
are not inherently random

§ E.g., what’s the value of 𝜋

Exploiting Randomness
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𝜋
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𝑐𝑖𝑟𝑐𝑢𝑚𝑓𝑒𝑟𝑒𝑛𝑐𝑒
𝑑𝑖𝑎𝑚𝑒𝑡𝑒𝑟 = 𝜋 𝑎𝑟𝑒𝑎 = 𝜋 ∗ 𝑟𝑎𝑑𝑖𝑢𝑠>

First 
called pi in 1706.



Rhind Papyrus (~1550 BCE)
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4*(8/9)2 = 3.16 



~1100 Years Later
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“And he made a molten sea, ten cubits 
from the one brim to the other: it was 
round all about, and his height was five 
cubits: and a line of thirty cubits did 
compass it round about.”

—1  Kings 7.23



~300 Years Later (Archimedes)
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3 + 10/71 < π < 3 + 10/70

3.14185

Perimeter of interior hexagon is 6r
Circumference of circle is 2πr
So 3 is a lower bound on π

rr

r

Similarly, the length of the sides of
The outer hexagon is an upper bound
on π

Archimedes used a 96-sided polygon

3.140845070422535< π < 3.142857142857143



§ Zu Chongzhi used polygons with 
24,576 sides!

700 Years later
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3.1415926 <  π  < 3.1415927



§ Adriaan Anthonisz (1527-1607) estimated it at 
355/113 (roughly 3.1415929203539825)

And ~1000 Years Later
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~300 Years Later (Buffon-Laplace)
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As = 2*2 = 4
Ac = πr2 = π

𝑛𝑒𝑒𝑑𝑙𝑒𝑠 𝑖𝑛 𝑐𝑖𝑟𝑐𝑙𝑒
𝑛𝑒𝑒𝑑𝑙𝑒𝑠 𝑖𝑛 𝑠𝑞𝑢𝑎𝑟𝑒 =

𝑎𝑟𝑒𝑎 𝑜𝑓 𝑐𝑖𝑟𝑐𝑙𝑒
𝑎𝑟𝑒𝑎 𝑜𝑓 𝑠𝑞𝑢𝑎𝑟𝑒

𝑎𝑟𝑒𝑎 𝑜𝑓 𝑐𝑖𝑟𝑐𝑙𝑒 =
𝑎𝑟𝑒𝑎 𝑜𝑓 𝑠𝑞𝑢𝑎𝑟𝑒 ∗ 𝑛𝑒𝑒𝑑𝑙𝑒𝑠 𝑖𝑛 𝑐𝑖𝑟𝑐𝑙𝑒

𝑛𝑒𝑒𝑑𝑙𝑒𝑠 𝑖𝑛 𝑠𝑞𝑢𝑎𝑟𝑒

𝑎𝑟𝑒𝑎 𝑜𝑓 𝑐𝑖𝑟𝑐𝑙𝑒 =
4 ∗ 𝑛𝑒𝑒𝑑𝑙𝑒𝑠 𝑖𝑛 𝑐𝑖𝑟𝑐𝑙𝑒
𝑛𝑒𝑒𝑑𝑙𝑒𝑠 𝑖𝑛 𝑠𝑞𝑢𝑎𝑟𝑒



~200 Years Later
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https://www.youtube.com/watch?v=oYM6MIjZ8IY



5 Minute Break
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Simulating Buffon-Laplace Method
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Let’s try 10 and 100 needles

What are the minimum and maximum possible estimates?



Simulating Buffon-Laplace Method, cont.
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Simulating Buffon-Laplace Method, cont.
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𝜋
Est.

1.96*std

Why not just precision?

1.96*std



Simulating Buffon-Laplace Method, cont.
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Est.
3.152

1.96*std1.96*std

precision = 0.1
est = 3.152
std = 0.9516
est+1.96*std = 3.3385
3.3385-pi = 0.197



Output
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Is accuracy of estimates monotonically improving?

What is monotonically improving?



§ Not sufficient to produce a good answer

§ Need to have reason to believe that it is close to right

§ In this case, small standard deviation implies that we 
are close to the true value of 𝜋

Being Right is Not Good Enough
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Right?
Poll 7

Don’t peek



§ 95% of the time we run this simulation, we will 
estimate that the value of pi is 
between 3.137163976028 and 3.1462412973719998 ?

§ With a probability of 0.95 the actual value of 𝜋 is 
between 3.137163976028 and 3.1462412973719998 ?

§ Both are factually correct

§ But only one of these statements can be inferred from
our simulation

§ 𝑺𝒕𝒂𝒕𝒊𝒔𝒄𝒂𝒍𝒍𝒚 𝒗𝒂𝒍𝒊𝒅 ≠ 𝒕𝒓𝒖𝒆

Is it Correct to State
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Introduce a Bug
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§ To estimate the area of some region, R
◦ Pick an enclosing region, E, such that the area of E is easy 

to calculate, and R lies completely within E
◦ Pick a set of random points that lie within E
◦ Let F be the fraction of the points that fall within R
◦ Multiply the area of E by F

§ Way to estimate integrals

Generally Useful Technique
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Definite Integrals: Geometric Intrepretation
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Wikipedia

O
P

Q
𝑓 𝑥 𝑑𝑥



Sin(x)
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Random Points
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Plot a Function and Get Min and Max
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Integrate
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Test integrate
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§ Monday is a holiday, Patriot’s Day, no lecture

§ Wednesday, two lectures + micro quiz
◦ Micro quiz, open for 12 hours starting at 4PM EDT

§ Regular lecture
◦ Simulation model of spread of infectious disease

§ Alternate lecture (recorded only)
◦ Simulation of stock market

Next Week

6.0002 LECTURE 6 65


