
Lecture 6: Monte Carlo 
Simulation

(download slides and .py files from Stellar to follow along)

John Guttag

MIT Department of  Electr ical  Engineering and 
Computer Science
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§Today
◦ Chapter 16

§Next week
◦ Sections 15.3-15.4

Relevant Reading
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§ Stanislaw Ulam, recovering 
from an illness, was playing a 
lot of solitaire

§ Tried to figure out probability 
of winning, and failed

§ Thought about playing lots of 
hands and counting number of 
wins
◦ ~10,000 hands needed

§ Asked Von Neumann if he 
could build a program to 
simulate many hands on ENIAC

A Little History
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§A method of estimating the value of an unknown 
quantity using the principles of inferential statistics

§Inferential statistics
◦ Population: a set of examples
◦ Sample: a proper subset of a population
◦ Key fact: a random sample tends to exhibit the same 

properties as the population from which it is drawn

§Exactly what we did with random walks

Monte Carlo Simulation
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§Confidence in our estimate depends upon two things

§Size of sample (e.g., 100 versus 2)

§Variance of sample (e.g., all heads versus 52 heads)

§As the variance grows, we need larger samples to have 
the same degree of confidence

Why the Difference in Confidence?
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Roulette
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No need to 
simulate, since 
answers obvious

Allows us to 
compare 
simulation results 
to actual 
probabilities
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§“On August 18, 1913, at the casino in Monte Carlo, 
black came up a record twenty-six times in succession 
[in roulette]. … [There] was a near-panicky rush to bet 
on red, beginning about the time black had come up a 
phenomenal fifteen times.” -- Huff and Geis, How to 
Take a Chance

§Probability of 26 consecutive reds

§ 1/67,108,865

§Probability of 26 consecutive reds when previous 25 
rolls were red

§ 1/2

Gambler’s Fallacy
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§ Following an extreme random event, the next random 
event is likely to be less extreme

§ If you spin a fair roulette wheel 10 times and get 100% 
reds, that is an extreme event (probability = 1/1024)

§ It is likely that in the next 10 spins, you will get fewer 
than 10 reds
◦ But the expected number is not less than 5!

§ So, if you look at the average of the 20 spins, it will be 
closer to the expected mean of 50% reds than to the 
100% of the first 10 spins 

Regression to the Mean
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Two Subclasses of Roulette
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Comparing the Games
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Simulate 20 trials of 1000 spins each
Exp. return for Fair Roulette = 6.56%
Exp. return for European Roulette = -2.26%
Exp. return for American Roulette = -8.92%

Simulate 20 trials of 10000 spins each
Exp. return for Fair Roulette = -1.234%
Exp. return for European Roulette = -4.168%
Exp. return for American Roulette = -5.752%

Simulate 20 trials of 100000 spins each
Exp. return for Fair Roulette = 0.8144%
Exp. return for European Roulette = -2.6506%
Exp. return for American Roulette = -5.113%

Simulate 20 trials of 1000000 spins each
Exp. return for Fair Roulette = -0.0723%
Exp. return for European Roulette = -2.7329%
Exp. return for American Roulette = -5.212%



§ Never possible to guarantee perfect accuracy through 
sampling 

§ Not to say that an estimate is not precisely correct

§ Key question:
◦ How many samples do we need to look at before we can 

have justified confidence on our answer?

§ Depends upon variability in underlying distribution

Sampling Space of Possible Outcomes
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§ Standard deviation simply the square root of the variance

§ Outliers can have a big effect

§ Standard deviation should always be considered relative to 
mean

Quantifying Variation in Data
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For Those Who Prefer Code
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§ Instead of estimating an unknown parameter by a single 
value (e.g., the mean of a set of trials), a confidence interval 
provides a range that is likely to contain the unknown value 
and a confidence that the unknown value lays within that 
range
§ “The return on betting a pocket 10k times in European 
roulette is -3.3%. The margin of error is +/- 3.5% with a 95% 
level of confidence.”
§ What does this mean?
§ If I were to conduct an infinite number of trials of 10k bets 
each,
◦ My expected average return would be -3.3%
◦ My return would be between roughly -6.8% and +0.2%  95% of 

the time

Confidence Levels and Intervals

6.0002 LECTURE 6 27



§ “The poll finds that 49 percent of Americans say the 
president should be impeached and removed from 
office, while 47 percent say he should not… The margin 
of sampling error is plus or minus 3.5 percentage 
points.”    -- October 31, 2019

Ripped from the Headlines
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What does this mean?



§ Under some assumptions discussed later
◦ ~68% of data within one standard deviation of mean
◦ ~95% of data within 1.96 standard deviations of mean
◦ ~99.7% of data within 3 standard deviations of mean

Empirical Rule
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§ Using randomized computation to model stochastic 
situations

§ Using randomized computation to solve problems that 
are not inherently random

§ E.g., what’s the value of 𝜋

Exploiting Randomness
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Rhind Papyrus (~1550 BCE)
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4*(8/9)2 = 3.16 



~1100 Years Later
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“And he made a molten sea, ten cubits 
from the one brim to the other: it was 
round all about, and his height was five 
cubits: and a line of thirty cubits did 
compass it round about.”

—1  Kings 7.23



~300 Years Later (Archimedes)
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3 + 10/71 < π < 3 + 10/70

3.14185

Perimeter of interior hexagon is 6r
Circumference of circle is 2πr
So 3 is a lower bound on π

rr

r

Similarly, the length of the sides of
The outer hexagon is an upper bound
on π

Archimedes used a 96-sided polygon

3.140845070422535< π < 3.142857142857143



§ Zu Chongzhi used polygons with 24,576 sides!

700 Years later
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3.1415926 <  π  < 3.1415927



§ Adriaan Anthonisz (1527-1607) estimated it at 
355/113 (roughly 3.1415929203539825)

And > 800 Years Later
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5 Minute Break

6.0002 LECTURE 6 42



012%/.$1,;'Y%::+,_!.8/.#"'*"$>+4

!"###$%&'()*+'%! CA

&54Q?%460%,#%/>.%,##%>55.D5?

!"#$%#&'%$"'%()*)(+(%#*,%(#-)(+(%'.$)(#$'._



012%/.$1,;'Y%::+,_!.8/.#"'*"$>+4b'#+,$7

!"###$%&'()*+'%! CC



012%/.$1,;'Y%::+,_!.8/.#"'*"$>+4b'#+,$7

!"###$%&'()*+'%! C@

4 '?4"
,"X!%;`

n20%>-4%UJ?4%365<=?=->_



012%/.$1,;'Y%::+,_!.8/.#"'*"$>+4b'#+,$7

!"###$%&'()*+'%! C!

4 A",@$"
$"X!%B A"AC

365<=?=->%W%#",
5?4 W%A",@$
?4. W%#"X@,!
'?4m,"X!r?4. W%A"AA]@
A"AA]@B3=%W%#",XY

365<=?=->%W%#",



T%$8%$

!"###$%&'()*+'%! CY

O?%/<<J6/<0%-I%5?4=E
/45?%E->-4->=</DD0%=E36-G=>H_

n2/4%=?%E->-4->=</DD0%=E36-G=>H_



§ Not sufficient to produce a good answer

§ Need to have reason to believe that it is close to right

§ In this case, small standard deviation implies that we 
are close to the true value of 𝜋

Being Right is Not Good Enough
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Right?



§ To estimate the area of some region, R
◦ Pick an enclosing region, E, such that the area of E is easy 

to calculate and R lies completely within E
◦ Pick a set of random points that lie within E
◦ Let F be the fraction of the points that fall within R
◦ Multiply the area of E by F

§ Way to estimate integrals

Generally Useful Technique
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Plot a Function and Get Min and Max
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Integrate
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