
STOCHASTIC 
THINKING
(download slides and .py files from Stellar to follow along!)
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Assigned Reading

§ Today: 
◦ Sections 15.1-15.3
◦ Section 15.5

§ Monday: 
◦ Chapter 14
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Two Centuries Later
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• Heisenberg and Bohr 
argued that at its most 
fundamental level, the 
behavior of the physical 
world cannot be predicted
◦ For example, cannot 

precisely measure 
position and momentum 
of a particle at the same 
time

◦ Fine to make statements 
of the form “x is highly 
likely to occur,” but not of 
the form “x is certain to 
occur”
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Copenhagen Doctrine

“Those who are not 
shocked when they first 
come across quantum 
theory cannot possibly 
have understood it. …If 
you think you can talk 
about quantum theory 
without feeling dizzy, you 
haven't understood the 
first thing about it.”

“The more precise the 
measurement of 
position, the more 
imprecise the 
measurement of 
momentum, and vice 
versa.”
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The Moral
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§ The world may or may not be inherently unpredictable

§ But lack of knowledge doesn’t allow accurate predictions

§ Therefore, we might as well treat the world as inherently 
unpredictable

Causal nondeterminism – some events truly random
Predictive nondeterminism – in principle might be able to 
predict, but don’t have enough information.  There is 
chaos, but not randomness 



•Want to model systems where there are choices in state 
transitions
• Where will a molecule move when a fluid is heated?

•Want to model systems where measurement is uncertain
• How tall are you?

•Want to model systems where we can’t measure entire system

•Will the Celtics win the NBA title this year?

• Etc.
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Why Should We Care about Stochastics?



Stochastic Processes

§ In general, a system defined by a set of state variables, 
and processes that determine the next set of values

§ In a stochastic system, the process for determining 
next state might depend on both the previous states 
and some random element
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Probability is About Counting

§ Count the number of possible events

§ Count the number of events that have the property of 
interest

§ Divide second by the first

§ Probability of 11111?
◦ All events: 11111, 11112, 11113, …, 11121, 11122, …, 

66666
◦ Ratio: 1/(6**5)
◦ ~0.0001286

§ Probability of 12345?
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Some Basic Facts about Probability

§ Probabilities are always in the range 0 to 1.  0 if 
impossible, and 1 if guaranteed

§ If the probability of an event occurring is p, the 
probability of it not occurring must be 1-p

§ When events are independent of each other, the 
probability of all of the events occurring is equal to the 
product of the probabilities of each of the events 
occurring
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Some Probability Algebra

§ P(A) = number of events in A
number of events in U

§ P(A and B) = P(A)P(B), if P(A) and P(B)  independent
◦ What is probability of flipping a head and rolling a 5 on a 

die?
◦ P(head) = 1/2
◦ P(roll 5) = 1/6 
◦ Product is 1/12

§ P(A or B) ?
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H1, H2, H3, H4, H5, H6
T1, T2, T3, T4, T5, T6

P(A) + P(B) ?



Some Probability Algebra

§ P(A) = number of events in A
number of events in U

§ P(A and B) = P(A)P(B) if independent
◦ What is probability of flipping a head and rolling a 5 on a 

die?
◦ P(head) = 1/2 
◦ P(roll 5) = 1/6 
◦ Product is 1/12

§ P(A or B) ?
◦ 1 – P( ¬A and ¬B)
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H1, H2, H3, H4, H5, H6
T1, T2, T3, T4, T5, T6

P(head or rolling 5)?

1 - (1/2 * 5/6) = 7/12
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• First of many simulations we will see

• Talk more carefully about simulation in future lectures

• Simulation
◦ Run many trials in which we select one value from the 

universe of possible values
◦ For each trial, compute some properties of value
◦ Report some statistics about the properties over the set 

of trials

Using Simulation to Estimate Probabilities
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Output of Simulation

§ Actual probability = 0.0001286

§ Estimated probability = 0.0

§ Actual probability comes directly from math, but 
estimated probability?

§ Why did simulation give me the wrong answer?
◦ 6**5 = 7776 possibilities, so 1000 trials unlikely to 

observe one event in that universe with enough 
frequency to estimate accurately

◦ Even if observed once, estimate would then be 0.001
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Let’s try 1,000,000 trials



Morals

§ Moral 1: it takes a lot of trials to get a good estimate 
of the frequency of occurrence of a rare event.  We’ll 
talk lots more in later lectures about how to know
when we have enough trials to trust the estimate

§ Moral 2: one should not confuse the sample 
probability with the actual probability

§ Moral 3: there was really no need to do this by 
simulation, since there is a perfectly good closed form 
answer.  We will see many examples where this is not 
true
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• If assume each birthdate equally likely, then use 
“inclusion/exclusion principle”

§ Probability that n (<367) people each have different 
birthday

§ Probability that at least two of N people have same 
birthday:

The Birthday Problem
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366
366

∗
365
366

∗
364
366

∗ ⋯∗
366 − 𝑛 + 1

366
=

366!
366- ∗ 366 − 𝑁 !

1 −
366!

366- ∗ 366 − 𝑁 !

Don’t worry 

about why it’s 

this formula
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Why 3 Is Much Harder Analytically

§ For 2 people, the complementary problem is “all 
birthdays are distinct”

§ For 3 people, the complementary problem is a 
complicated disjunction
◦ All birthdays distinct or
◦ One pair and the rest distinct or
◦ Two pairs and the rest distinct or 
◦ …

§ But using the simulation is dead trivial!!
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How Does this Affect Probabilities?

§ Do you expect a big change?

§ Again, adjusting analytic model is a pain

§ Adjusting simulation model easy
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Excerpt of Data
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month,day,births
1,1,160369
1,2,169896
1,3,180036
1,4,182854
1,5,184145
1,6,186726
1,7,188277
1,8,185186
1,9,181511
1,10,183668
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Results
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Summary

§ As far as we can tell, the world is stochastic

§ Therefore models need to estimate probabilities

§ Analytic models feasible for reasonably simple situations

§ For more complex situations, simulations often better

§ Simulate stochastic process by:
◦ Defining an event (e.g., rolling a die N times, flipping a 

coin N times, randomly picking birthdays for N people),
◦ Running some number of trials, 
◦ Estimating probability of observing particular event (e.g., 

rolling 11111, finding three people with shared birthday)

§ Much much much more on simulation models to come
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